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Accelerated Big Data Microbenchmarks Evaluation and Results

e Companies like Map-D are at the forefront of accelerated e Multiple platforms tested and discussed in [3]. Used OpenCL
data analytics but their solutions are closed-source runtimes from NVIDIA, Intel, AMD, and Beignet [4] with

* Hadoop, graph analytics are reasonably well represented common code. Code is available as a branch of SHOC [5]
with current CPU-focused benchmarks, but... Project (Compute)

 There are limited opportunities to compare different
accelerated architectures for data analytics I ——— e e, .
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e Scalable HeterOgeneous Computing (SHOC): Accelerator-
based benchmark suite that provides benchmarks written in
multiple languages [1]

 Designed as a tool to compare algorithms across software
platforms but also to compare hardware systems

e OpenCL, CUDA, Phi (OpenMP), and OpenACC variants
include “speeds and feeds” benchmarks as well as parallel
benchmarks

Currently there is a focus to add more “Big Data” benchmarks

to represent non-scientific workloads

 TPC-H [2] primitives and queries are a good candidate along Select (Compute)
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* Projectis highly parallel; .22 gigaops/sec (GOPs) up to 7.54
GOPS on K20m; Xeon Phi is penalized by lack of
vectorization opportunities (up to 2.17 GOPs)
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grapn alg * Intermsof compute, = e e .
Analytics Primitives high-end GPUs provide = .~
best overall performance : a7
e Basic design — 1) partition 2) compute 3) gather (3:0.2_4'02 GOPs) while O e O 0
Key 0x1235 0x1462 0x1172 0x1903  Key 0x1172 0x1235 O0x1820 0x1903 Trlnlty SUffe I'S due to IOW o —+—Sandy Bridge CPU  ——Haswell CPU
+05 =m=Haswell GPU =e=Xeon Phi, 5110p
Value OxAB23 OxD3F2 0x7213 Dx8931¢ Value OxB723 0x0342 0x6418 OxC298 thread Count and CIOCkS :
SRR (2.16 GOPs for 256 MB) e e e e b e
;’;‘;’;f;j;i iput | Find Bounds || Find Bounds Input Size (ME)
output array size Join Join
I Select (Compute and Data)
ind position of . .
intermediate output | PrEfixSum Prefix Sum
Eﬁiﬁfsmon o sinal Prefix Sum Prefix Sum ‘
Sum number of outputs 1.90E+08 -"' S S - - _ _
I —— um e PCle performance brings . = T T T oooo-oos
igrate local results
fromshared to Gather | | Gather added penalties to discrete W .
S parts like the K20 and Phi .. — _ i R
Value2  0x8723  0x0342 Wh'le Zero_copy SemantICS & s.0e107 \/ . . |
. . . benefit Haswell GPU (upto T o
 OpenCL implementations of select, reduce, join, etc. 127 GOPs) lupto .. _. L o Brdes Pt 0
. . . S . 3.00E+07 = Haswell GPU ==Xeon Phi, 5110p -
and microbenchmarks that incorporate common l l l W l l
patterns (A, B, C). nput sze (12
AN A A A References
1 W ¥ I I
. ’ it Y ™ Input3 ‘f;u._-;hx' 'f;.-.u.l:;.l‘-" Input3 : ]
Primitﬁ;h]c 1. REII::;E:]EI A EEPEEH Fi’[‘;l"'r]:t”ﬁ - ”LI“ Nl il N N 1" » [1] A. Danalis, et al. The scalable heterogeneous computing (SHOC)
pA ¥ Wy L : _
Name Tuple Size Name | Tuple Size (" suer | :j ) ( m.u{‘- s benchmark SUIte.' GPGPU-3, 2010 o
Project Add 7 RIJ T el __;v-—--*‘ e [2]T.P. P Council. TPC Benchmark H (Decision Support) Standard
Reduce Subtract 2 .i;u:::} Cutput ;ium "‘ Specification, Revision 2.17.0 . 2013.
Reduce by Key Multply 2 T f__'_T_'_',H * [3]I.Saeed, et al., A portable benchmark suite for highly parallel data
?“}“ﬂ Difference 2 ouput et intensive query processing, PPAA Workshop . pg. 31-38. February 2015.
I]}ﬁg:f‘}:‘:i" . Product : I}L  [4] Intel. Intel beignet OpenCL implementation.

nttp://www.freedesktop.org/wiki/Software/Beignet/, 2015.
(A) (B) ] e [5]J. Young. SHOC GitHub TPC-H branch.
nttps://github.com/jyoung3131/shoc, 2015.

(Carnegie :
Georgia PRINCETON UNIVERSITY of
T %gg(é?sity Tech & oniversity UC Berkeley. washingTon

Center for Cloud Computing




	Slide Number 1

