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Per-chip Column Translation Logic (stage ‘'n’is enabled only if nt" least significant bit of column ID is set)

Gather/scatter many access patterns (e.g., any 2"
stride) with near-ideal efficiency and latency!

Output Column Address
ﬁf cnd = READ or cmd == WRITsz
J morph = chip-ID AND pattemn
— and output = addr XOR morph

— addr else:

— pattern output = addr
— data

Minimal support from 1) on-chip caches,
2) instruction set architecture, and 3) software

Transactions

(average across many workloads)
(varying number of R/W/RW fields)

Analytics

(average of two workloads)
(sum of 1 or 2 columns)

Hybrid Transactions/Analytics

(transactions = TR+1W per record)
(analytics = sum of 1 column)
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