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1. Large amount of live event logs, click streams, or other
various data feeds.

2. MapReduce is not for stream applications.

3. Solutions need to be flexible and scalable.

Our Proposal - ELF

Compressed Buffer Tree (CBT) like “Map”.

Shared Reducer Tree (SRT) like “Reduce”.

Exploit P2P overlay for scalability and
functionalities

Workflow of a stream application using ELF
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Better Performance More Functionalities

Little overheads - no storage nodes, memory efficiency. Support changing the query on the fly.

Low latency - 100 times less than MapReduce and its variations. | | SUPPOrt adding or removing participating nodes.

High throughput - long historical records. ELF is full decentralized without master node.

Evaluation of ELF

10000

xF ¥ 2 3 4 .5 8B T B 8191 123
Number of roots per computing node

10x1  10x2 10x4 10x8 10x16 10x32 10x64 10x128
Number of computing nodes

10x1 10x2 10x4 10x8 10x16 10x32 10x64 10x128
Number of computing nodes

8 T T T T T T T 5 %% Startup Time I 99999
[ Completion Time —e—SRT Depth |+ 8000 |- 3500 F 1 ' L ' 3 . o Percentiles
T soo0r 1. L. 1 1. 1. 1. TI. ] 0 e | g --=+Reference Line
® 4 E 3000 | |1 10 second interval - 995 - 3* l

6 / 4000 | g [ 130 second interval 1 14 < | ,’| '
S o E Q 3 o 95| i
£ 5 o) S 2000 = 2500 S | 8 -
S o—eo 3 8 5 g —e8—#packets per node . 5 = i l
4 - = g 0 [ - = @ — "'
2 4 / I o, T 00 10 10x2 10x4 10x8 10x16 10x32 10x64 10x128 g 200 B | & wl ]’
= I © _ : b Q > ;
s ° ° ° ° 2 = .g | I New Query Taking Effect Time | ; 1500 L .H‘___._,....--O_ |, 2 | = I =
o / 1 & £ 150} = /./ © | SkaE sigma = 1.24561
= = = - = S
AN | ot s L

i I m [ e— & 112
1k 1 50 |- = er | 001
0 ] 1 1 ] 1 1 1 ] 0 m—— I_H I B4 ¢ d o4 oFd of o4 p o4
10x1 10x2 10x4 10x8 10x16 10x32 10x64 10x128
|

Number of computing nodes

| |
| |
| |
| |
| |
| |
| |
| |
| |
0 | 0 |
| |
| |
| |
| |
| |
| |
| |
| |
| |

Latency is as low as 10 |, Startup time is around |, The network - When deploying 1000
millisecond for query 7 seconds; New query ' bandwidth overhead ' Jobs onto 1000 nodes,
completion time; Scale | taking effect time is as |, for maintaining the the load is balanced
well with number of low as 0.1 second. overlay and SRT is low. ' without causing
nodes. - bottleneck.

ELF is scalable, flexible, and configuration-free
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