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Cloudlet and User Mobility Adaptive System

" Cloudlets bring the Cloud closer to users " Motivation for dynamic adaptation
" Second-level data centers dispersed at the edge 1. Unpredictable network (WAN) between cloudlets
" Low latency, high BW compared to distant Cloud | 2. Network fluctuation throughput over time
3. Varying workload (CPU utilization) at the cloudlet

" Mobility: what if a user moves away from the current cloudlet?
" As long as network is connected, the application continues to work

. . . . - m lenecks: 1) Pr ing 2) Transfer tim
" Interactive response will degrade as the network distance increases System bottlenecks: 1) Processing 2) Transfer time

More compression to reduce migration size = processing bound

Lo———— — Fast speed to maximize network utilization = transfer bound
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" |dea: two algorithms differ in compressibility, but their relative
performance will be similar across workloads
" Use a profile created using a test workload at offline

User Mobility can eliminate the benefits of Cloudlets!
VM Handoff is adaptive to both network BW and computation

VM Handoff

= Live migration of the backend server across cloudlets Evaluation
" Maintain network quality by seamlessly migrating the backend

" Performance comparison with datacenter live migration

" Different from data center live migration (10Mbps network, QEMU/KVM, 8GB disk and 1Gb memory)
1. Optimized for minimizing handoff time (a.k.a migration time)

2. Migration over WAN Application m Handoff Time

3. Computation used for handoff can be a bottleneck VM Handoff 1 min 5.50 s

(cloudlet is much more limited than a cloud datacenter) C()LI?:\ES()T KVM (no-share) 127 min 1.45 s
Completely different use case from live migration in data centers! KVM (incremental) 12 min 1.54 s
VIAR VM Handoff 4.2 min 12.6 s

(Windows) KVM (no-share) 159 min 7.44 s

Svstem Overview KVM (incremental) 52 min 7.63s

= Minimize transfer size: efficiently find/encode modified regions * Comparison with static operating modes
for transfer across slow WAN = Fastest speed: less compute/larger data = Network bound

= Adaptive system: dynamic tuning of parameters to balance CPU " Highest comp: small data/more process time > CPU bound
and network transfer times

33160bmwm{ ................. ’ — ’ - ’ —
= Utilize VM overlays, Delta-encoding, Deduplication, Compression o 140 B~ —— Adaptation S Highest compression |
- Fastest speed
Pipelined stages B 120t B g g g ; |
i——————————————————————————————————————————————————————————————————————————1: &g 100 I O V- eEE—— ................ ................ .........................
/ \ i e | i _g 80_ .......... B — ............... .........................
i Jisk Dl.Sk i = 60 I AN p: 0 I N B UEEE EEEEEEEEE
. GueSt OS i blocks Diff i m 40 L AW N SRR A Dl B tavy |
(WlIldOWS/Lan.X) i —> Deduphcatlon —> Compressmn ———|—>: E 20 R OSANEE e Ll e e SN SN
(M temory ; 0510 15 20 25
[ ] -\ pages Diff : Network Bandwidth (Mbps)
QEMU/KVM ; 5
[ Fuse Library ] ol N o Wa ~ Order of magnitude improvement in migration time!
Handoff e Xdelta3 - Disk edup « Aloorith
Mode * bsdiff « Memory dedup SOTIHMm
‘ * Self dedu *Level
QNO diff ) U p JRN )
(Carnegie
: N UNIVERSITY of
( e ®
Intel Science & Technology UnlverSlty TeCh UNIVJ_‘RSITY WAS H I NGTON

Center for Cloud Computing




