Forwarding Table Scalability For Cluster Switches

Dong Zhou, Bin Fan, Hyeontaek Lim, David G. Andersen, Michael Kaminsky*, Michael Mitzenmacher
(CMU, *Intel, tHarvard)

Problem Potential Applications

= FIB capacity does not scale out with the number of = Huge flat-addressed networks
servers (line cards) = Hardware-based switches?
= Goal: achieve FIB scalability without increasing the * Flow-oriented applications (SDN? NAT?)
amount of internal traffic = We are looking for more! Ideas?
Existing Architectures Solution: XBricks
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Global Partition Table: XSep
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