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Motivation

/ Background Challenges Example: I/O Workloads by FouN
AcCCess Patterns

» Multi-tier enterprise storage systems optimize »Decision window selection: Static decision window
system performance and maximize utilization by selection results in inefficiencies, sub-optimal system
migrating hot data to faster devices and cold data  performance or sub-optimal utilization

to appropriate devices »Choosing the right optimization metric: Sequential
and random workloads require optimization based on

»The commonly used approaches collect different metrics

statistics on data access patterns and evaluate »Scheduling: Identify workload changes and

data at regular intervals — I.e. “decision windows”  periodicity to perform better scheduling thereby

In order to identify which data is hot and which Improving responsiveness

Graph-based Approach

data is cold >|dentifying Dependencies: Optimal placement
\ strategies A el L] /
(c) Store Trace

Graph Modeling Attribute Augmented Graph Methodology Overview
» Structure vertex: the combination of Lun and Extent LT T T TS S o0021,0 » Collect access statistics for each extent
> Attribute vertex: random-read, random-write, /7 ox0031,0 . with six attributes
sequential-read, sequential-write oy ~3 »>Generate the attribute augmented graph
» Structure edge: the edge between structure Sequ:ﬁm__/VKrit_e ) s \_\_‘ »Based on the attribute graph, partition
vertices N %' oxo0xp  ofoozs2  Randofh Read extents into clusters (Hot, Warm, Cold) on
» Attribute edge: the edge between structure vertices \\ DY // each time cycle based on multiple
Kand attribute vertices i el attributes /
/ Experimental Setup \
Statistics Collection Core Feature Existing Approach
» Collect the statistics scalars of IO Size, 10 » |dentify hotspots for each time unit by » Static decision window selection
Count and Latency for four access activities: clustering addresses based on weighted »Non data mining method
random read, random write, sequential read, attributes » Straightforward and easy to implement
and sequential write »|dentify average lifetime of hotspots based » Sub-optimal system performance or sub-
» Collect the scalars every x minutes on identifying similarity between time units optimal utilization
» Collected the scalars at two levels of »Use the average lifetime and other
granularity: Extent and LUN parameters to select decision window for
k workloads /
Results
»ODbservation 1: similar behavior is exhibited »QODbservation 3. data expresses stronger »ODbservation 3. data expresses stronger
both within and across volumes similarity under the random read access pattern  similarity under the random read access pattern
»Observation 2: spatial similarity varies by the  »Observation 4: the strongest access pattern »ODbservation 4. the strongest access pattern
dimension under consideration dominates the similarity metric dominates the similarity metric
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