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30 nodes, each with a 2GB file, 128MB block size

N: Total size of the cluster
p: Number of primaries of Rabbit
m: “Offload set” in SpringFS
- Bounds the offloading of primary replicas
- Adjustable tradeoff between write perf & cleanup work
- Adapted to workload changes
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