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Problem Overview
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Can we shrink the caching tier during low load - 1. Reduce database load
to reduce operational costs? Caching tier helps to: 2. Reduce data access latency
Popularity distribution Results
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Transferring “hot” data
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Performance can temporarily suffer when shrinking i : -
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the cache due to losing a lot of “hot” data : _ e B
Transferring the hot data before shrinking the . . . . L
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