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TRACE OVERVIEW GOOGLE CLUSTER HETEROGENEITY

= Massive heterogeneous clouds on the rise = Machine configuration variation
= Variation in both hardware and software = Cores & memory are independently normalized
= Little info available about such clouds Factor of 4
= Making systems research difficult Count Platform  [CPU __ Memory ol o
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= Large range of task shapes (boulders & sand)
TASK SCHEDULING WITH CONSTRAINTS = 14,000 distinct request shapes (goodbye slots!)

= Job and task duration variation: orders-of-magnitude
= Scheduling latency
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= Constraints are challenging to accommodate
= Constrained tasks spend 46% more time in the queue
= Scheduling latency correlates with anti-affinity

= Average CPU & memory utilization: 40-60% of allocation
= Typical non-Google: 7-25%
= Uses over-commitment & preemption

priority group mean scheduling delay (s)
gratis (0-1) 242.9
other (2 - 8) 202.3 what was asked for (and run)  what was used
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= 100K+ scheduler decisions/hour
= Short-duration tasks
= Resubmissions (22M): evictions, fail/restart, kill/restart
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