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Sleep States [IGCC’12; HotPower’11] CacheScale [HotCloud’12]
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etup » Psleep) = Can we scale the caching tier?

= Sleep states are defined by (T

= Which sleep states are useful for PPW = (Ty; - P, )" = Caching tier only has 20% of the servers, but accounts
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" Theory: Effect of T,,,, goes down as data center size o
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