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= Cost of DRAM
* Memory capacity per core decreasing [Lim, et al. ISCA'09]

= Future architectures including 3D-stacked DRAM have capacity

constraints [Loh, et al., SHAW’12]
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Example: MapReduce

Sort vs. Hash-based GroupBy-Aggregate

= Google's MapReduce and Hadoop use sorting as the
GroupBy operator

= Hash-based grouping (common in RDBMS) performs
better for many MapReduce applications. [Yu, Gunda,
Isard, SOSP'09], [Li, et al. SIGMOD'11]
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External sorting works

Implementation of hashing
entails memory overheads;

), Athula Balachandran (CMU), Erik Zawadzki (CMU)

COMPRESSED BUFFER TREES

How to use compression

to build memory-
efficient and fast
GroupBy-Aggregate?

A * In-memory B-tree with each
node augmented with a
/&?\ /(2}\ memory buffer
& (’) (1) & " Inspired by the buffer tree
[Arge, Algorithmica'03]

The Compressed Buffer Tree
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Memory efficiency through compression

Effectiveness through compressing large buffers

High performance through buffering
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