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IMMEDIATE VS. BACKGROUND ENCODING PROTOTYPE
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* The prototype is built as a tool and a client library
* Tool (Mapreduce): encode a directory into RAID sets or
repair corrupted files
* Library: detect and correct missing data while reading

75GB dataset written by N clients (1 file each) with 1 or 3 copies
= Note first copy stays in writing node’s disk
* Hotspots benefit from replication

Read performance Cloud data access pattern * Released as Mapreduce-2036 patch for HDFS 0.22.0
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Treat triplicated data as a cache: * Encoding is fast but reconstruction needs improvement

= Locality: about 90% of data blocks are accessed within 1st day

after creation in M45 & DW and 50% in cluster A RELIABILITY MODELING

= Even with hotspot, most accesses can get benefit from
replication if encoding deferred by 1 day We expect Triplication to be more reliable than RAID6

= Time to fail/repair model is exponentially distributed,
APPLICATION PERFORMANCE 29% annual failure rate
= 1TB/disk 80% full, 64MB/chunk, 8+2, 25MB/s/disk repair
 Compare bytes lost per year as a function of total sizes
= Orders of magnitude difference is still only a few bytes/year

= Sampling (B. Fu): Read 150GB astronomy data-set
 Twitter (B. Meeder): Reformat 24GB dataset to 56GB
= Sort: sort 128GB dataset
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triplicated or encoded are comparable.
= 20% slow down if encoding is done during busy time
* Or need at least 20% of idle time

Interaction of parallel repair and detection delay

= With instant detection, surprisingly scalable repair improves
reliability with scale

 With more common delayed detection, unsurprisingly scalable
repair less effective
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