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PHASE CHANGE MEMORY (PCM) CHALLENGE: PCM WRITES
Emerging byte-addressable non-volatile memory technology " Limited endurance | “RESET" to Amorphous
. s b L) - e.g., ~610°C
SRAN NAND Flash Wear out quickly for hot spots : F e
Zage Sized » 206;‘5 = High energy consumption S ————1-- e, “350°C
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Page write latency 20-50ns ~ 1 s ~ 500 ps 6-10X'more Energy than a read § READ \
Write bandwidth 50-100 MB/s : ~ Time
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per daie per alie per daie . . .

Endurance . 10° - 10° 10° - 10° " Limited instantaneous electric current level, requires
Read energy 0817GE 778 151768 28 multiple rounds of writes: Writes 20X slower than reads
Write energy 1.2 J/GB 6J/GB 17.5 J/GB [28]
Idle power ~100 MW/GB| ~1 mW/GB | 1-10 mW/GB [Cho&Lee’09] [Lee et al '09]
Density 1x 2 — 4x A PCM Write Optimizations in literature: [Yang et al’07] [Zhou et al’09]
Sources (all public): [Doller’09] [Lee et al. ’09] [Qureshi et al./09] - Baseh.ne: S.eve_ral rqunds of writes for a C‘?Che line

[Tseng et al. ‘06]. *PCM data is forecasted data = Which bits in which rounds are hard wired

= Optimization: data comparison write:

" Compared to DRAM, PCM has better density and scalability; . e , , .
" Goal: write only modified bits rather than entire cache line

PCM has similar read latency but longer write latency N - read ,
= Compared to NAND Flash, PCM is byte-addressable, has pproach: read-compare-write

orders of magnitude lower latency and higher endurance = Skipping rounds with no modified bits

GOAL: DATABASE MINIMIZES PCM WRITES B™-TREE ALGORITHMS & RESULTS

PCM-DB: Database systems exploiting PCM as primary main memory num  keys - bitmap _ keys |
5(8(2|9(4]7 T8l [2]9]4a] 7
" |nitial focus on key database algorithms: AT T EITRN bl poll Ll 1
m B+_Tree Index & Hash Joins pointers pointers pointers
= Structures reside in PCM main memory Node structures: sorted (traditional) unsorted  unsorted w/bitmap
= Optional DRAM is another (transparent or explicit) cache / Total wear ~ Energy _ Execution time \
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= Key analytical metrics: - - s L
" Total Wear, Energy, Total PCM Access Latency
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" Experimental Setup: PTLSSim extended with PCM support
= B -Tree: Node size 8 cache lines, 50M entries, 75% full;

Inserting / Deleting / Searching 500K random keys

" Hash Join: 500MN joins 100MB; varying record size from 20B-100B
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Unsorted leaf schemes achieve the best performance

IN-MEMORY HASH JOIN ALGORITHMS & RESULTS

. . = bl
= Simple Hash Join =) Build = Probe
Relation - Relation

= Cache Partitioning Hash Table
= Partition each table into cache-sized partitions
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" Join each pair of partitions _ .
o oy o o - 1 © g
" Virtual Partitioning (new) Build J 2o Probe e M
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= Partition without copying msp Relation n 8 2L Relation el N recordsize
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" Join each pair of virtual partitions 1 - 8 &
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Erc:b: Virtual Partitioning achieves the best performance
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